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ABSTRACT 

The rapid development of the Internet of Things (IoT) system can be attributed to the 

industrial sector's utilization of cloud-based technology and the Internet. Due to the 

growing volume of data and variety of devices, IoT technology utilized in the business has 

evolved into a large-scale network. Networks used for industrial IoT (IIoT) are inherently 

vulnerable to intrusions and cyberattacks. Thus, the development of Intrusion Detection 

Systems (IDS) is crucial to guaranteeing the security of IIoT networks. Create a Feed 

Forward Neural Network with Golden Eagle Optimization (FFNN-GEO) to defend the 

IIoT system from threats. The created model's primary goal is to improve the IIoT system's 

security by effectively identifying assaults. To reduce the dimensionality and eliminate 

noise, min-max normalization and Improved Principal Component Analysis (IPCA) are 

used. N-gram is used to extract pertinent features, while Correlation Feature Selection and 

Spider Monkey Optimization (CFS-SMO) are used to choose significant features. 

Ultimately, the developed FFNN-GEO model more accurately identified and detected the 

assaults that exist in the IIoT ecosystem. The created technique's experimental findings are 

verified in terms of accuracy, precision, execution time, and error rate against other 

methods. The generated model's reliability in identifying attacks is demonstrated by the 

suggested technique's 98.56% accuracy and 0.046% error rate. 

Keywords: Attack Detection, Feed Forward Neural Network, Internet of Things, Industrial 

IoT, Hybrid Optimization, Security 

1. INTRODUCTION 

Communication and information technologies have advanced significantly with the 

Internet of Things (IoT) [1]. As a result, technology has been applied to create automated, 

intelligent, sustainable, and affordable solutions in several essential industries [2]. The 

Industrial Internet of Things (IIoT) is the outcome of the widespread IoT integration into 

the industrial and manufacturing sectors [3]. The activities of businesses and organizations 

run more reliably and efficiently using the IIoT. To improve industrial and manufacturing 

procedures, the IIoT is made up of actuators, sensors, and connected devices that interact 

with each other [4, 5]. It is intended to improve manufacturing sectors' operations by 
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involving embedded systems. IIoT is essential for Industry 4.0 because it enables real-time 

decision-making for industrial infrastructure facilities and devices and sets the stage for the 

change of manufacturing processes and cyber-physical networks through the use of big 

data [6, 7].Yet, the accessibility and interconnectedness of these systems in smart 

manufacturing units make them vulnerable to attack and misuse by hostile parties, 

emphasizing the need for cyber security [8]. IIoT networks are intrinsically susceptible to 

intrusions and hacker attacks. 

Even though the industrial sector has benefited greatly from the incorporation of 

IoT technologies, connected critical areas lack adequate security and privacy protections 

[9]. Security flaws including open ports, shoddy authentication procedures, and out-of-date 

software all contribute to the rise of dangers [10]. More possible cyber security threats are 

brought about by the combination of these elements and the network's direct internet 

connection.While IIoT offers several advantages to service providers and end users alike, 

security and privacy continue to be major obstacles [11, 12]. Cybercrime assaults put 

commercial IoT applications and industrial processes at risk by rendering the service 

inaccessible [13]. Cyberattacks cause major operational and financial damages and 

continue to be a major security and privacy problem in intelligent devices [14].Therefore, 

it's crucial to develop IDS to ensure the security of IIoT networks. 

To reduce cyberattacks in a network, an IDS has been used. One of the main 

influences on creating an efficient IDS is its heterogeneous nature [15]. Traffic feature 

analysis and anonymous activity identification are difficult tasks for IDS. Current IDS are 

unable to detect zero-day vulnerabilities because ofa lack of sufficient feature mapping 

techniques. Nevertheless, fresh and undiscovered cyberattacks are not detected by this kind 

of IDS [16]. Techniques of deep learning in cybersecurity to identify and counteract 

various kinds of cyberattacks have shown outstanding cyberattack classification 

performance [17]. While numerous relevant efforts have addressed cyberattacks in such a 

networked environment using ML-based intrusion detection systems, certain drawbacks 

have been noted such as security issues, noise, high execution time, and less scalability 

[18]. With the increasing variety and sophistication of cyberattacks, the existing anomaly 

detection approaches in IIoT are becoming less effective [19]. Unfortunately, a lot of IIoT-

based IDS solutions are currently developed but suffer from excessive feature dimensions, 

outdated datasets, imbalanced datasets, and a lack of comprehensiveness in attack types, 

which makes some of the earlier detection systems ineffective [20]. Furthermore, feature 
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selection techniques have a significant impact on the IDS's efficacy yet are rarely 

employed in related studies. 

To enhance the security of the IIoT system from attacks, design a Feed Forward 

Neural Network with Golden Eagle Optimization (FFNN-GEO). The main aim of the 

developed model is to enhance security and detect attacks in the IIoT environment using 

UNSW-NB15 dataset. The main key contribution of the developed model is detailed 

below, 

 Design an effective optimization-based DL model for identifying and 

predicting attacks in the IIoT environment. 

 The IPCA model is employed to enhance the data quality and overcome the 

dimensionality issue 

 Correlation Feature Selection and Spider monkey optimization (CFS-SMO) 

are used to enhance the performance of the feature selection process 

 GEO is employed to optimize the FFNN model, which enhances attack 

detection results. 

The present study is structured as follows: section 2 provides an overview of related 

studies, section 3 addresses the problem statement, section 4 presents a proposed 

methodology for attack detection in anIIoT, section 5 presents results and discussion, and 

section 6 concludes with a conclusion. 

2. RELATED WORKS 

An intelligent detection method was created by Sahar and colleagues [21] to detect 

cyberattacks on IIoT systems. The suggested model reduces data characteristics and 

enhances detection performance by utilizing the Single Value Decomposition (SVD) 

technique. Moreover, the Synthetic Minority Over-Sampling (SMOTE) method is used to 

prevent biased classification caused by over- and under-fitting problems. Data analysis for 

single- and multi-classification has been accomplished through the application of several 

ML and DL methods. A lower mistake rate and higher accuracy rate were attained with the 

suggested strategy. 

For IIoT security, Yousef et al. [22] create an IDS model that takes advantage of feature 

engineering and ML. To greatly reduce calculation costs and prediction times, the created 

model integrates Pearson's Correlation Coefficient (PCC) with Isolation Forest (IF). To 

find and eliminate outliers from datasets, IF is utilized. To determine which features are 

most suited, the designed model used PCC. Implementing the Random Forest (RF) 
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classifier improves IDS performance. The results demonstrated better 

performance superior to analogous models. 

To detect intrusions in the IIoT network, Hakan and colleagues [23] created three unique 

models using DL architectures, such as Convolutional Neural Network (CNN) and Long 

Short-Term Memory (LSTM). Including both datasets, the hybrid CNN+LSTM approach 

performed better than the other suggested schemes in terms of malware detection accuracy. 

The accuracy of the proposed CNN+LSTM system was 93.21%. 

Abbas [24] suggests utilizing the Auto Encoder (AE) framework and LSTM to create an 

ensemble DL model for cyber threat detection in the IIoT that can identify unusual 

behavior. To decrease the data dimension, AE selects the important data attributes, and the 

LSTM is used to construct a replica of a normal time series of data to understand normal 

data patterns. Higher accuracy performance is obtained when the results are compared to 

standard ML classifiers. 

Friha [25] suggested a decentralized, Differentially Private (DP) Federated Learning (FL)-

based Intrusion Detection System (2DF-IDS) to protect intelligent manufacturing plants. 

The DP gradient exchange system, the decentralized FL approach, and the key exchange 

protocol make up the three building pieces of the proposed 2DF-IDS. In terms of accuracy, 

the suggested system beats the FL-based method (93.91 percent) and achieves equivalent 

performance (94.37 percent) with the centralized learning technique. 

Without exchanging data, Amir [26] suggests using an ensemble-based deep FL cyber-

threat tracking system to seek down assault samples. Two parallel federated-based 

components compensate for the suggested hunting paradigm; one examines the IIoT status 

based on the network's typical conditions, while the other analyses it while taking the 

danger scenario into account. Evaluations further reveal that the suggested model behaves 

steadily when dealing with varying client counts and that it trains more quickly than 

centralized models. 

DL model anomaly detection in IIoT was created by Jayalaxmi, et al [27] (PIGNUS). 

Cascade Forward Back Propagation Neural Network (CFBPNN) is integrated with Auto 

Encoders (AE) for attack detection and classification, while AE is used to choose the best 

features. The cascade approach creates an ideal classification by identifying normal and 

abnormal behavior patterns through interwoven relationships from the starting layer to the 

output layer. According to the findings, the designed technique offers over 95% accuracy, 

which is approximately 25% better than the current models. 
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In an IoT-enabled industrial digital world, Sumit et al. [28] suggested a malware detection 

method using an ML technique called MADP-IIME. The proposed MADP-IIME 

successfully allows the detection of malware attacks using four distinct types of 

ML methods:  Random Forest (RF), naive Bayes, Artificial Neural Networks (ANN), and 

logistic regression. Moreover, MADP-IIME attains a 99.5 percent detection and 0.5 

percent false positive rate, outperforming other comparable existing schemes. 

3. PROBLEM DEFINITION 

The possibility of cyber threats and attacks on important systems increases as industries 

rapidly combine smart and connected equipment via IIoT to improve efficiency and 

automation. It is crucial to make sure IIoT systems are secure to avoid potential harm, 

illegal access, and disruptions [29]. Creating intelligent and efficient systems to identify 

and mitigate IIoT attacks is the problem. IIoT is susceptible to several attack vectors, 

including replay, malware injection, man-in-the-middle, confidential information leakage, 

and alteration of sensitive data. As a result, it's critical to stop such an environment from 

communicating to defend against various attack vectors [30]. Attacks, overfitting, 

imbalanced datasets, poor accuracy, misprediction, and lengthy execution times are the 

most difficult problems facing IIoT systems. These days, researchers are paying attention 

to botnet attacks, often known as malware attacks industrial multimedia infrastructure with 

IoT capabilities experience communication disruptions due to such attacks [31]. 

Furthermore, hackers can alter the functions of smart gadgets and take remote control of 

them. To identify the existence of malware attacks in the IIoT environment, certain strong 

procedures are necessary. 

4. PROPOSED METHODOLOGY 

To enhance the security of the IIoT system from attacks, design a Feed Forward Neural 

Network with Golden Eagle Optimization (FFNN-GEO). The main aim of the developed 

model is to enhance security and detect attacks in the IIoT environment using UNSW-

NB15 dataset. Initially, datasets are collected and trained in the Python system. Moreover, 

data preprocessing techniques are employed to remove the noise and minimize the 

dimensionality using IPCA and min-max normalization. The relevant features are extracted 

using N-gram and important features are selected using Correlation Feature Selection and 

Spider monkey optimization (CFS-SMO). Finally, the developed FFNN-GEO model 

identified and detected the attacks present in the IIoT environment with better results. The 

architecture of the developed model is shown in Fig. 1.  
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Fig.1 Proposed methodology 

4.1 Dataset description 

Raw network packets produced by the IXIA PerfectStorm software in the Australian 

Centre for Cyber Security's cyber range lab are included in the UNSW-NB15 dataset [32]. 

Within four distinct CSV files, the dataset comprises two million, 540,044 instances, 45 

input features, and nine different types of cyberattacks. The experiment considers a 

division of the dataset with 82,332 testing cases and 175,341 training occurrences with 

multi-class assault variations. There are 119,341 entries with nine attack types and 56,000 

normal values in the collection. 33,393 records total for exploits, and 40,000 records for 

the generic attack type. Table 1 provides the UNSW-NB15 dataset's comprehensive attack 

instance. 
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Table 1 UNSW-NB 15 dataset description 

Category Samples 

Generic 40000 

Worms 130 

Analysis 2000 

Backdoors 1746 

Exploits 33393 

Shellcode 1133 

Dos 12264 

Fuzzers 18184 

Reconnaissance 10491 

Normal 560000 

 

Numerous attack classes are available in the training dataset, however, new attack classes 

that weren't initialized in the training dataset are available in the validation dataset. Attack 

values are indicated as 1, while normal values are represented as 0. Thirty percent of the 

dataset was utilized during testing, and seventy percent was used during training. Through 

the use of data preprocessing techniques, the noise and errors in the gathered dataset are 

removed. Also, enhance the prediction results by minimizing the dimensionality of the 

dataset. 

4.2 Data preprocessing  

The data preprocessing step is essential to reduce the dimension and enhance the data 

quality. Also,reduces noise and increases the prediction results. Moreover, the IPCA 

method [33] is employed to remove noise, and error present in the dataset and reduce 

dimensionality. Then the dataset is normalized using min-max normalization [34]. 

 Improved Principal Component Analysis 

The presence of noise and irrelevant information in cybersecurity data can make it difficult 

to spot trends linked to attacks. By highlighting the principal components that account for 

the majority of the variance in the data, Principal Component Analysis (PCA) can aid in 

the noise reduction process. This improves the signal-to-noise ratio and facilitates the 

identification of attack-related patterns. PCA looks for a new matrix B  which 

approximates the given matrix eqn. (1) to reduce the dimension space of the input data. 



 ISSN: 2249-0558Impact Factor: 7.119  

 

72 International journal of Management, IT and Engineering 

http://www.ijmra.us, Email: editorijmie@gmail.com 

 

 

2
min

fR B
W B                                                              (1) 

Let,  1,.....,
d n

mW w w T    is the centered matrix, d  is the dimension of the sample data, 

and n  is considered as the total number of samples. Then the projection matrix Z  is 

satisfies using eqn. (2). 

2min

, ,
t

f
W ZC

d k n k tZ T C T Z Z I


                                             (2) 

The matrix  Z  is denoted as eigenvectors of 
tZ Z , and C  is considered as k  large 

eigenvectors. The PCA model has the issues to measure the correct mean. To overcome 

this issue,a weight matrix is employed in the diagonal element of the PCA model using 

eqn. (3). 
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min

1

, , ,
n

n k t t

i i

i

d w Z T Z Z I Z Z d w



                                        (3) 

Let, d  is denoted as a diagonal matrix, and w  is represented as a weight matrix. The IPCA 

model overcomes the mean issues and enhances the dataset quality. 

 Min-Max normalization 

Normalization involves normalizing attributes, with values falling between 0.0 and 1.0. 

Techniques for classification can exclude properties with broad ranges from those with 

narrower ranges because of normalization. One of the most used techniques for 

normalizing data is min-max normalization. All features have their minimum value 

converted to a zero, their maximum value converted to a one, and all other values 

converted to a decimal within 0 and 1.To apply the min-max normalization, use eqn. (4). 

 
mi

_ _ _
ma mi

v
v v v

v v

n
N ne ma ne mi ne mi


  




                                     (4) 

Let, n  is denoted as an input value, v  is considered as normalized value, miv  is denoted as 

normalized minimum value, and mav  is considered as normalized maximum value. 

Moreover, _ vne ma  and _ vne mi  are considered as newly generated normalized maximum 

and minimum values. After data normalization, normalized data are sent to the feature 

extraction phase for extracting relevant information from the dataset. It minimizes the 

execution time and enhances prediction accuracy. 

4.3 Feature extraction using N-grams 

By examining header data from network communications or by keeping a check on 

connection efforts and session activity, it is possible to identify several attacks that take 
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advantage of bugs in interfaces and services. Examining the header data alone is 

insufficient for detecting attempts that try to infect susceptible services or apps with 

harmful codes or viruses. An analysis of the packets' payload data is required. Certain 

attack patterns can be identified from the payload by creating a collection of signatures 

with domain expertise. 

To automatically extract features, n gram  extraction process [35] is typically used.  

Moreover, n gram is a following of n items based on a specified order. If a payload is 

regarded as a string for attack detection purposes, then an n gram is a substring of i

characters. Considering that the payloads of legitimate traffic and malicious traffic are 

distinct from one another. the automated technique for creating features based on n gram

extraction for attack detection. Let us assume, n gram ( 1i  ), thus the space S of every 

possibility n gram has the size of
82 i

 , as taking into account each character's 8-bit 

representation  is detailed in Eqn (5). 

  8_ / 1.....2 i

kS n gram k                                              (5) 

Considering a payload y , a feature vector of y can be built using eqn. (6) 

 81 2 2
, ,..... iyg g g g                                                         (6) 

Let, ig  is denoted asthe quantity of appearances of _ kn gram  in y . To improve the 

prediction outcomes and choose the most suitable features, the features are updated in the 

feature selection phase. 

4.4 Feature section using CFS-SMO 

Techniques for feature selection can be applied to choose the pertinent features that are 

most likely to be associated with the intended outcomes. A simple feature selection 

procedure must be used to create an efficient IIoT attack detection mechanism. The 

Correlation-Based Feature Selection (CFS) [36], a straightforward algorithm that assesses 

the corresponding connections between the outputs and correlated input characteristics, can 

be applied in conjunction with the filter-based approach.According to this approach, 

correlation between characteristics can be used to pick features for deep learning 

categorization.  

The fundamental function of CFS is to heuristically assess feature subset values based on 

several presumptions: Features that are strongly linked with classes but not with each other 

make up the optimal feature subset. Equation (7) displays the evaluation criteria in the 

following manner. 
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 1
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m
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S
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
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                        (7)      

Let, mS  is denoted as the probabilities for all feature subset m  valuesthat containing n

 features, 
fce  is denoted asa mean of the feature-class correlation, and 

ffe  is considered as 

the mean of the feature-feature intercorrelation. Moreover, 
xye  can be determined using a 

correlation-measurement metric, such as Symmetric Uncertainty (SU), This is explained by 

Equation (8) 

 
   
   

, 2u

xk x k
y

S x y
k x k y

 
 

  


 
 

                                 (8) 

Generally, x  and y  are denoted as independent variables. Information gain serves as the 

expression's numerator. In actuality, information gain is influenced in favor of features 

with higher values; however, Equation (8) normalizes the values of these features to fall 

between [0,1] and corrects for this bias using the denominator. A correlation coefficient of 

1 signifies a high correlation between the two variables, whereas a coefficient of 0 denotes 

their independence from one another. Information gain's bias for features with higher 

values is counteracted by SU, which adjusts its value to a range of [0,1], where 1 denotes 

that knowledge of one matches the value of the other and 0 represents the other.Pairs of 

features are taken into account symmetrically. Although nominal features are necessary for 

entropy-based techniques to function, if continuous features are discretized appropriately, 

they are used to assess correlations among continuous characteristics. 

Spider Monkey Optimization (SMO):Social interactions among spider monkeys have an 

impact on SMO [37], a population-level technique. It relies on spider monkeys' clever 

foraging strategies, which imitate the fission-fusion social structure. Members of FFSS 

form short-lived, petty organizations whose members are integrated into a larger, more 

stable society. The abundance and scarcity of food supplies caused the monkeys to divide 

into victim groups and smaller groups. The model that has been built produces an ideal key 

to improve the feature selection process by taking into account the foraging habits of spider 

monkeys. 
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First of all, SMO produces an initial population that is uniformly distributed of x  Spider 

Monkeys (SMs) where each monkey  1,2,...,im i x is a D-dimensional vector and im  

signifies the thi  SM  in the population. Each dimension j  of im  is adjusted using eqn. (9). 

  min max min0,1ij j j jm m rand m m                                             (9) 

Let,
min jm  and 

max jm  are limits of im  in thj  direction and  0,1rand  is a random number 

with uniform distribution throughout the interval [0,1]. 

Local Leader Phase (LLP): In this step, each SM modifies its present position in 

response to the information gathered from the leaders' and neighbourhood members' 

actions. The fitness value of the recently acquired position is assessed. If the new location's 

fitness rating is higher than the prior one's, the SM exchanges places with it. In this phase, 

updates the location of the thi SM using eqn. (10). 

     0,1 1,1Newij ij nj ij lj ijm m rand Lg m rand m m                       (10) 

Let, 
ijm  is denoted as the thj  dimension of the thi  SM, 

njLg is represented as thj  

dimension of the thl  position of the local group leader. 
ljm shows the thj  measurement of 

the thl  SM and is randomly selected from the thn  group such that n i ,  1,1rand   is a 

random number with a uniform distribution between -1 and 1. 

Global leader phase: The GLP begins when the LLP is finished. All of the SMs reassess 

their stances based on the experiences of the global leaders and members of local groups. 

Equation (11) is used to update the location of the GLP. 

     0,1 1,1Newij ij j ij lj ijm m rand Gl m rand m m                          (11) 

Let, 
jGl is the thj dimension of the position of the global leader and  1,2,.....,j d is an 

arbitrary index selection. SMO discovers the best answer by more capably striking a 

balance between exploration and exploitation. To find the search region, the LLP is used 

to modify their position with a large perturbation based on the measurements. Even though 

this promotes exploitation at this point, better features are chosen by shifting their 

placements along the GLP. To identify the attacks, the proposed model chooses the 

optimal features based on the LLP and GLP behavior of SM. This performance is updated 

to the update SU phase and is determined using eqn. (12). 
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y

S x y m
k x k y

 
 

  


 
 

                                (12) 

The selected features are shown in Table 2. The optimal features are chosen, and the 

classifier is updated with these characteristics to accurately identify and detect attacks in 

the IIoT environment. 

Table 2 Selected features 

Feature name Description Type 

dttl final destination to the source of lifetime Integer 

sbytes bytes from source to destination Integer 

ct_dst_sport_ltm number of rows in 100 rows of identical dstip and 

sport 

Integer 

service Such asftp, http, ssh, smtp, dns and ftp-data Nominal 

sload Bits per second of the source Float 

sttl Time to live from source to destination Integer 

ct_srv_dst number of rows in 100 rows with the identical 

service and dstip 

Integer 

 

4.5 Attack detection using FFNN-GEO 

A fully connected, FFNN classifier [38] is called a multi-layer perceptron. The suggested 

model has two hidden layers with 256 nodes each, and it accepts the normalized results of 

the chosen features as inputs. For the 14 different forms of attacks and benign traffic, the 

classifier produces 15 outputs. By randomly removing units from the MLP with a 

possibility prb , dropout is a regularization approach for hidden layers that assists in 

preventing over-adjustment on training data.Neural network output
 3

d is determined by 

using equations (13), (14), and (15) to connect the outputs of the several layers. Let, 
 

,
i

ta w  

and 
 i

tb are denoted asthe input vector, weights matrix, and the bias vector for layer i . 

      1 1 1

1 .
T

td h w a v                                                                (13) 

        2 2 1 2

1 .
T

td h w d v                                                              (14) 

        
'

3 3 2 3

2 .
T

td h w d v                                                             (15) 
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Activation functions 1h  and 2h provide the neural network uncertainty. Since MLP does not 

automatically normalize its outputs, hidden layers employ the Scaled Exponential Linear 

Unit (SELU) with their activation function using equation (16). A softmax activation 

function is used in the output layer 2h  and isgiven in equation (17). softmax activation 

function is employed to enable the interpretation of each output and predict a specific 

class. The predicted label b̂  is given by  3ˆ arg maxb d . 

 
 

1

1 0

0

xe forx
h x

x forx




   
  

  

                                                           (16) 

   2

1

1;15
j

l

x

nj x

l

e
h x forj

e


 


                                                             (17) 

The training set is split up into mini-batch sizes of 32 occurrences for training and 

implementing the model. MLP learns categorization by adjusting the weights tw among 

neural network nodes to minimize the cross-entropy loss function  tL w  using eqn. (18).  

       ˆ ˆ.log 1 .log 1tL w b b b b     
 

                                          (18) 

Let, b  is denoted asthe ground truth label and b̂ is considered apredicted class. By 

assessing the validation data set, the neural network's risk of over-fitting is managed. To 

maintain a minimal performance disparity among the training and verification sets, the 

dropout parameter prb is modified. The difficult effort of determining the ideal collection 

of variables to attain the best performances is known as hyperparameter tuning.A Golden 

Eagle Optimization (GEO) was applied to tune weight (
 i

tw ), bias (
 i

tb ), and entropy loss 

function (  tL w ). It improves performance and the outcome of the predictions. The 

process of FFNN-GEO is shown in Fig. 2. 
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Fig.2 Process of developed FFNN-GEO model 

 Golden Eagle Optimization 

To improve the FFNN classifier and determine the ideal parameters, this study uses the 

GEO [39] technique. GEO is utilized to adjust the FFNN parameters such as 
 i

tw ,
 i

tb , and 

 tL w . The brains of golden eagles, which change their speed at different places along 

their spiral path to hunt, served as the model for a GEO algorithm. Problems involving 

global optimization are solved using this method. It exhibits a greater interest in exploring 

new areas and searching for prey in the early stages of the hunt, and a greater urge to attack 

in the later stages. The golden eagle likewise tinkers with these two gadgets to quickly 

seize its perfect meal. This behavior is emphasized to demonstrate the efficacy of the GEO 

strategy's study and application. It also establishes the hyperparameter's ideal value. The 

GEO technique consists of the following phases. Fig. 3 displays the GEO algorithm's 

flowchart. 

Initialization: The GE population is first determined by its spiral motion. Every GE 

maintains a record of the places they have already visited. Every GE has a predetermined 
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population and memory. The population size in this work is represented by the total 

number of data points ( )n  

Random generation: For every iteration ( )n , a distinct golden eagle ( )x chooses to aim 

for a random GE. It focuses on a more advantageous location that the golden eagle visits. 

Additionally, GE ( )x chooses the circles that stand in for memory. 

Fitness Function: A random solution should result from the initialized values. The setting 

of the parameter for the optimization is then displayed in the objective function and fitness 

function solutions such as 
 i

tw ,
 i

tb , and  tL w for tuningthe FFNN classifier. The fitness 

function is evaluated using eqn. (19). 

       ,  and  
i i

t t tF t opt w b L w 
 

                                             (19) 

Optimize 
    ,
i i

t tw b usingGE exploitation behavior: Depending on the prey's current 

location, this attack ends with the prey's position being stored in the golden eagle's 

memory. The GE's vector of exploitation  ( )xE v is in eqn. (20). 

      ( ) ,
i i

x l p t tE v C C w b                                                       (20) 

Let 
lC  is denoted as the greatest place that GE visited, and 

pC   is denoted as the GE 

current position. 

Optimize  tL w usingGE explorationbehavior: The exploitation vector is used to locate 

the cruise vector. It is tangent to the circle and then diagonal to the vector of exploitation. 

Moreover, the cruise is converted into quadratic speed by GE, which is connected to prey. 

Thus, the cruise vector in 𝑛-dimensions, which is calculated using eqn. (21), is contained 

in the tangent hyperplane of a circle. 

     
1 1

x x
i

p p p p t

p p

E v h E v h L w

 

                                                 (21) 

The vector is denoted as        1 2, ,....i n

p p p pE v E v E v E v     and the variable decision 

vector is denoted as 1 2, .....p nh h h h    , selected prey position signifies 1 2, .....p nh h h h        
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that is active to improve the parameters of FFNN. An investigation of GEO's exploitation 

behavior led to an adjustment in the fitness function's value. The best categorization 

parameters are found using GEO and attain better prediction results. 

Initialization

Random generation

Fitness function

Exploitation behaviour for optimizing weight and bias 

Exploration behavior for optimizing entropy loss function

Termination

i=i+1

Halting criteria

yes

no

 

Fig.3 Flowchart representation of the GEO algorithm 

Termination:The enhanced exploitation incorporates GEO's exploring behavior and uses 

it to refine the parameters of the FFNN classifier. The developed objective function 

improves accuracy and reduces computation time while accounting for errors. The third 

stage of the process is repeated until the conditions for termination are met 1 ii . 

5. RESULTS AND DISCUSSION 

The developed technique is implemented in the Python tool and the performance of the 

developed technique is validated with existing models in terms of accuracy, precision, F-

measure, sensitivity, specificity, execution time, and error rate. Moreover, GEO is 

employed to optimize the FFNN parameters for enhancing the detection performance. The 

designed technique effectively detects the attacks in the IIoT environment with less error 

rate and high detection accuracy. 
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5.1 Performance analysis 

The developed model performance is analyzed using the UNSW-NB15 dataset and the 

existing techniques used for the validation process are RF [22], CNN+LSTM [23], 2DF-

IDS [25], and CFBPNN [27]. To validate the performance of the developed model by 

generating better results in accuracy, sensitivity, specificity, precision, F-measure, error 

rate, and execution time. 

5.1.1Accuracy 

A measure of agreement between the detected true value and the detection result is called 

detection accuracy. The comparison of the accuracy with other existing models is shown in 

Fig. 4. 

 

Fig.4 Accuracy comparison 

The accuracy performance of the proposed technique is validated with existing models 

such as RF, CNN-LSTM, 2DF-IDS, and CFBPNN. The RF model gained 87.36% 

accuracy, the CNN-LSTM technique gained 92.46% accuracy, the 2DF-IDS model gained 

93.87%, accuracy, and the CFBPNN model gained 89.16% accuracy. The designed 

technique attained a high rate of accuracy in detecting attacks of 98.56%, which is high 

when comparing other models. 
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5.1.2 Precision 

The ratio of genuine positives to all positive predictions is known as precision. a 

classification framework's ability to pinpoint only the pertinent data points. The 

comparison of the precision with other existing models is shown in fig.5. 

 

Fig.5 Precision comparison 

The precision performance of the proposed technique is validated with existing models 

such as RF, CNN-LSTM, 2DF-IDS, and CFBPNN. The RF model gained 86.46% 

precision, the CNN-LSTM technique gained 98.47% precision, the 2DF-IDS model gained 

92.45%, precision, and the CFBPNN model gained 86.35% precision. The designed 

technique attained a high rate of precision to detect attacks at 96.77%, which is high when 

comparing other models. 

5.1.3 Sensitivity 

Sensitivity (SN) is determined by dividing the overall number of positives by the quantity 

of correctly predicted positives. The comparison of the sensitivity with other existing 

models is shown in Fig. 6. 
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Fig.6 Sensitivity comparison 

The sensitivity performance of the proposed technique is validated with existing models 

such as RF, CNN-LSTM, 2DF-IDS, and CFBPNN. The RF model gained 84.56% 

sensitivity, the CNN-LSTM technique gained 88.81% sensitivity, the 2DF-IDS model 

gained 90.46%, sensitivity, and the CFBPNN model gained 87.68% sensitivity. The 

designed technique attained a high rate of sensitivity to detect attacks at 95.34%, which is 

high when comparing other models. 

5.1.4 Specificity 

The ratio of accurate negative predictions to total negatives is used to compute specificity. 

The comparison of the specificity with other existing models is shown in Fig. 7. 

 

Fig.7 Specificity comparison 
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The specificity performance of the proposed technique is validated with existing models 

such as RF, CNN-LSTM, 2DF-IDS, and CFBPNN. The RF model gained 83.56% 

specificity, the CNN-LSTM technique gained 87.34% specificity, the 2DF-IDS model 

gained 92.99%, specificity, and the CFBPNN model gained 85.90% specificity. The 

designed technique attained a high rate of specificity to detect attacks at97.12%, which is 

high when comparing other models. 

5.1.5 F-measure 

A deep learning algorithm's efficiency is assessed using a statistic called F-measure. The 

average weight of precision and recall is F-measure. It generates a single score by 

combining recall and precision. The comparison of the F-measure with other existing 

models is shown in Fig. 8. 

 

Fig.8 F-measure comparison 

The F-measure performance of the proposed technique is validated with existing models 

such as RF, CNN-LSTM, 2DF-IDS, and CFBPNN. The RF model gained 83.23% F-

measure, the CNN-LSTM technique gained 85.66% F-measure, the 2DF-IDS model 

gained 90.36%, F-measure, and the CFBPNN model gained 87.00% F-measure. The 

designed technique attained a high rate of F-measure to detect attacks of 97.76 %, which is 

high when comparing other models. 
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5.1.6 Error rate 

The calculation of the error rate involves dividing the total number of inaccurate 

predictions from the total amount of datasets. A model's amount of prediction error about 

the genuine model is measured by its error rate. The comparison of the error rate with other 

existing models is shown in Fig. 9. 

 

Fig.9 Error rate comparison 

The error rate performance of the proposed technique is validated with existing models 

such as RF, CNN-LSTM, 2DF-IDS, and CFBPNN. The RF model gained a 0.083% error 

rate, the CNN-LSTM technique gained a 0.063% error rate, the 2DF-IDS model gained a 

0.052%, error rate, and the CFBPNN model gained a 0.078% error rate. The designed 

technique attained a low rate of error rate to detect attacks of 0.046%, which is low when 

comparing other models. 

5.1.7 Execution time 

Overall execution time is the amount of time the system needs to do all of the tasks, 

measured from the moment the request is received to the point at which the final process is 

finished. The comparison of the execution time with other existing models is shown in Fig. 

10. 
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Fig.10 Execution time comparison 

The execution time performance of the proposed technique is validated with existing 

models such as RF, CNN-LSTM, 2DF-IDS, and CFBPNN. The RF model gained 

6.4sexecution time, the CNN-LSTM technique gained 5.9sexecution time, the 2DF-IDS 

model gained 4.9sexecution time, and the CFBPNN model gained 5.3sexecution time. The 

designed technique attained a high rate of execution time to detect attacks of 4.4s which is 

low when comparing other models. 

6. CONCLUSION 

The FFNN-GEO technique for Industrial IoT security against assaults is explored in this 

article. A Python system is initially used to gather and train the UNSW-NB15 dataset. 

IPCA and min-max normalization are two further data preprocessing techniques used to 

reduce dimensionality and eliminate noise. To improve the detection performance of the 

IDS, the suggested mode used the CFS-SMO technique for feature selection. Finally, the 

improved FFNN-GEO model prevented over-fitting problems and successfully identified 

and detected the attacks. Comparing the suggested deep learning models' trial outcomes to 

earlier techniques created using the same dataset, they performed better.These findings 

show that deep learning techniques are the most effective at identifying anomalous 

occurrences in big, intricate datasets. In an IIoT network, several ML and DL-based 

intrusion detection systems are employed to detect cyberattacks. Along with integrating a 

decision-making unit into the planned system to take appropriate action to halt the 

detecting attacks. Additionally, look at additional feature selection strategies to speed up 

the detection systems' training process. 
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